
A practice exam starts on the next page. We’ve done our best to draw this
exam independently from the same distribution1 as the real exam. Inspired by this, here is a
warm-up question about how best to use this practice exam.

(Note: this is not a serious question :))

0. (0 pt.) Suppose that a class covers n topics. Each student i in the class has studied up on
a set S(i) ✓ {1, . . . , n} of topics. To create the exam, the instructors choose k topics to test,
independently and uniformly at random (with replacement) among the n topics, and give
100/k points to each. Suppose that n and k are su�ciently large2, and that k = o(n).

(a) What is the expected score of student i, in terms of |S(i)|? (Assuming that student i

aces any problem on a topic they have studied).

(b) Suppose that a student wants to use the practice exam to assess if they have studied
enough. That is, the student studies first, and then scores s on the practice exam taken
under the same conditions as the actual final. Bound the probability that they score
worse than s� 1 (out of 100) on the actual final, asymptotically in terms of k and/or n.

(c) Suppose on the other hand that a student wants to use the practice exam to help guide
their study. That is, they student studies the topics that appear on the practice exam
as they take it. Say the student scores s on the practice exam taken in this open-book
way. What can you say about how well the student will score on the actual final?

(d) How many topics should a student study up on to maximize their expected score on the
final exam?

1
Okay, to be honest, this practice exam is not as vetted as a real exam would be, and it might involve a bit more

reading (i.e., the problems take longer to state) than we’d ideally put on a timed exam. So it’s not quite the same

distribution. But we are shooting for the same distribution of, say, di�culty.
2
It seems reasonable to us that there would be upwards of a million topics on the exam...

1

SOLUTION:

(a) ICscore of student i] = Ge 0 paythexamtpice Scilly = 100. (i =.M,
(b) For both the real and the practice exam,

#)[Iscorei-Mikt] 2exp) - +Z5((2) =2exp)to
(Hreffcling

If rechoose t = Y2 and his sufficiently large, then why I practicescore - realscoei('+2 = 1.
(c) You can'tsay much, since the exams are independent. Thesetof topics could be totally disjoint.
(d) All of them!



PRACTICE Final Exam CS265/CME309, Autumn 2022

Instructions

• DO NOT OPEN THE EXAM UNTIL YOU ARE INSTRUCTED TO. (Note: since
this is a practice exam, go ahead when you feel ready!)

• Answer all of the questions as well as you can. You have three hours to complete this exam.

• The exam is non-collaborative; you must complete it on your own. If you have any clar-
ification questions, please ask the course sta↵ (we are outside the exam room). We cannot
provide any hints or help.

• This exam is closed-book, except for:

– Up to three double-sided sheets of paper that you have prepared ahead of time.
You can have anything you want written on these sheets of paper.

– We have also provided a “cheat-sheet” with some helpful theorems and inequalities. You
can find this as the last page of this exam. Feel free to rip it o↵ of the exam.

• Please DO NOT separate pages of your exam (except for the cheat sheet at the back).
The course sta↵ is not responsible for finding lost pages, and you may not get credit for a
problem if it goes missing.

• There are a few pages of extra paper at the back of the exam in case you run out of room on
any problem. If you use them, please clearly indicate on the relevant problem page that you
have used them, and please clearly label any work on the extra pages.

General Advice

• If you get stuck on a question or a part, move on and come back to it later. The questions on
this exam have a wide range of di�culty, and you can do well on the exam even if you don’t
get a few questions.

• Pay attention to the point values. Don’t spend too much time on questions that are not
worth a lot of points.

• There are 100 points total on this exam.

Name (please print clearly):

2

SOLUTIONS



Honor Code

The following is a statement of the Stanford University Honor Code:

1. The Honor Code is an undertaking of the students, individually and collectively:

(1) that they will not give or receive aid in examinations; that they will not give or receive

unpermitted aid in class work, in the preparation of reports, or in any other work that

is to be used by the instructor as the basis of grading;

(2) that they will do their share and take an active part in seeing to it that others as well as

themselves uphold the spirit and letter of the Honor Code.

2. The faculty on its part manifests its confidence in the honor of its students by refraining from

proctoring examinations and from taking unusual and unreasonable precautions to prevent

the forms of dishonesty mentioned above. The faculty will also avoid, as far as practicable,

academic procedures that create temptations to violate the Honor Code.

3. While the faculty alone has the right and obligation to set academic requirements, the students

and faculty will work together to establish optimal conditions for honorable academic work.

For my part, I believe that we have upheld our end of the agreement in Item 2. I don’t think we are
taking unusual or unreasonable precautions that would indicate a lack of confidence in the honor
of students, and I believe that the in-person setting avoids temptations ot violate the honor code
to the extent practicable.

[signed, Mary Wootters]

Please acknowledge that you have held up your end of the agreement in Item 1:

I have abided by the Honor Code, and in particular the policies listed above, both in letter and

in spirit, while taking this exam.

signed,

Good Luck!
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1. (26 pt.)

(a) (7 pt.) Let " 2 (0, 1/2). Suppose you have an algorithm A that outputs answers in
{0, 1} and is correct with probability 1

2+". You decide to make a more robust algorithm,

Ã, that just runs A independently T times and returns the most frequent answer. Show
that Ã is correct with probability 0.99 for some value T that is O(1/"2).

(b) (7 pt.) Now suppose that A can output answers in {0, 1, . . . , n}, instead of just {0, 1}.
Suppose that A is correct with probability at least p � C logn

n log logn , where C is some constant
that you get to choose. Further suppose that for any incorrect answer i 2 {0, 1, . . . , n},
the probability that A outputs i is at most 1/n. Show that, for su�ciently large n,
Ã (which still returns the most frequent answer out of the T trials) is correct with
probability at least 0.99 when T = n.

[HINT: You may use the fact (which we saw in class) that the maximum load when

dropping n balls into n bins is ⇥
⇣

logn
log logn

⌘
with probability 1� o(1). ]

[More parts on next page]
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*

(b) and (c) on this question could take a long time if you writeout all the
details.On a real timed exam we would not ask you to do that.

Let Xi = 1Sitern of A is correct 3.

By Chebysher's inequality. PC1.EX: - TEd/> <T] >
TEdK-s)
32T2

Thus, if T E552, this probability is 0.01, and
*T

a majority of the trials are correct. (Note: you could also use a Chernoff belhere].

TSKERHapoof that
*Maxx

First, I'd use a Chernoff bound to show that with probability - 1-0(1), at least pre-loganoilof thetrials outputthecorrect answer.

-I second, for any one incorrect answer, i, the probability that i gets a votes is atmostSincewe asked for a
sketch, youcould
be a bit more

handwavey theres (E)ont" = = E = (*)*
thatthis is

&

bound
onbasicallythe I Junion bound overall possible the probability thatallof

same org.
↓ trials that could rote for those vote for i

Weused to for
any beginin, this is =(i"*(2glog(n)) rogn =exp[Cogan[loglog(n) + by(2gshowthat -

themax load

of a balls
inton birs Then we union bound over all k - 1,...,n ->exp)- Clog(n [1+o(1])is 0(k)
whp,slotsonyou and over all a values of i cour incorrect answer) and conclude ~(in)
could havejust ↑Cangiconecrocs] =n?. (inappealed to
that.

I

so ifwe choose C-3 this is Ceasily] off).

Then we union bound over the "first and "second" paragraphs to conclude that

with prob. 1-(1), the right answer gets 3 votes, whileall the incorrect answers get (I votes



[Continued from previous page]

(c) (7 pt.) Sketch a proof that shows that, in the previous part, you cannot take p to
be substantially smaller. That is, explain why there are some constants C

0
, n0 > 0 so

that, for any n � n0, if p  logn
C0n log logn , then when T = n, Ã could be incorrect with

probability at least 1/2.

Note: you don’t need to give a super formal proof, but explain the steps you would go
through to give a formal proof. (That is, what theorems/inequalities would you use, on
what random variables, and how would they fit together to prove this result?)

(d) [May be more di�cult] (5 pt.) As above, say that A outputs answers in {0, 1, . . . , n}.
Now suppose that A is correct with probability 1/4, and can output any particular
incorrect answer i with probability at most 1/8. How small can you take T to still allow
the guarantee that Ã is correct with probability at least 0.99?

5

Again, this is basically &

thesamearg. showing
that max r
load is I
&fr (

Supposethat "O" is the correctanswer (prob.p), and that the incorrect answers I ...,n are all equally likely (prob P).
nglyn ByaChemoffbd, w/ prob 1 -0(1) there are < 2p votes for the correct answer.

whp. As

before, you Conditioned on that, we can viewthe remainings (1-2pIn votes as "balls"
into our a wonganswers ("bins").

didn't need
to go into this

We approximate this w/Poissonization: imagine dropping kn Poi(E) balls instead. With prob. 10(1),
much detail, by our Prisson tailbond, k <n11-2p), so if there are <lpn votes for any incorrect answer in the Poissonized
you could I setting, there will be in oursetting as well. Then the roles for incorrect answer i is a Poisson randomhaveappealed
↓that variable, Xiu Poi(2), and the X: are independent. Atthis point we can use the def. of Poisson random

argument. vars to show that #(Xi>, 2pn] =IP(Xi -2pn] =Gant.240(f(ap-exp(2-2pm.log(pn) (
For large enough C, this is, say, I Yo'
By independenceof the Xi', P25i, Xi =2pn] = 1-(1 -"(((=-1 - exp(- rn)-"2,

-

expLa-hoogIn.OLIOoras desired.
some

const. a"

I could beas small as O( I).

Say whoa that the "correct" answer is 0 By a chanoff bound,

for some constantC.#[HVoksfrO<T5] =exp)TET) =exp(-Tc)(x)
Break up the incorrectanswers I ... in into chunks 51... 50(21 -,n3 (Sir3j =0)
so that vi, SPCA outputsi] - [Y,36]. We condo this via the greedy algorithms
keeptaking valueisinto S, until the first time Eiess PCAsays i]> "6. Since each of
theseprobabilities is 18, we'll have Zits; PCA says i) =Yp+8 = 3116.Note that NE16, or else [iE, PCAouputsi] > 1.
#xsomechunk S= S5. By a chanoff bound, Cay, Bernstein's iney.)

#[EvotsforanyieS =(5 +5a)T] = exp)
+

5217) =exp)-T1322). (**)S
this is thesum ofTindep.r.V.'s,
and I is < 3/16T

If wechoose to bea big enough constant, both (x) and (**) are 1001, and then by a unive boundover
(*) andall r=16 instantiations of (**) we seethat there are more roles for 0 than any other answer w/prob = 0.99.

Mary Wootters
Whoops!  There’s a typo here, it should be Poi(1/2), and then all the 2’s should be replaced with 1/2’s going forward.  (The proof stays the same though).

Mary Wootters



2. (24 pt.) For each of the following tasks, briefly sketch a randomized algorithm that does it
and briefly explain why it works. You do not need to give a formal proof that it works. You
can use any algorithm we have seen in class as a black box (unless otherwise noted), and your
answer should be no more than a few sentences and possibly some very short pseudocode for
each part.

(a) (6 pt.) Given a connected, undirected, unweighted graph G on n vertices and m edges,
find a cut (S, S̄) so that the number of edges crossing the cut is minimized, with proba-
bility at least 0.9. The algorithm should run in time poly(n).

(b) (6 pt.) Given a data set X ✓ RN of size N with kxk2 = 1 for all x 2 X, give a
randomized algorithm that returns estimates of kx � yk2 for all pairs x, y 2 X. With
probability at least 0.99, your estimates should all be accurate up to a multiplicative
factor of (1± 0.01). Your algorithm should run in time O(N2 logN).

[More parts on next page]

6

UseKarger's algorithm.

Let A cRmxN be a matrix of ind Gaussions for m =0 (log NC,as guaranteed by JL
Emma.

S

↓
Npts w/3=0.01.

for alleceX, compute Aox Ankestive OCN.ANI =OINPlogN)
time for matrix-vector mult

for all x,ye X, compute (1Ax-Ayllz X tine OCNO logN
by 52 lemma, (1Ax-Aylle =(1 =0.01) ((x-ylly YN) pairsT takesomelogeven

bturn vectors of length logN.
Rehom these as estimates.



[Continued from previous page]

(c) (6 pt.) Say you are given a 2-CNF formula ' (that is, ' is of the form (x1_x2)^(x1_x3)^
· · · , with n variables and m clauses that each contain two distinct literals). Describe a
randomized algorithm that runs in time poly(n,m) and, if there is a satisfying assignment
to ', returns it with probability at least 0.99. If there is no satisfying assignment, your
algorithm should return “NOPE” with probability 1.

Note: Please describe your algorithm, don’t use an algorithm from class as a black box.

(d) (6 pt.) Let (X, d) be an arbitrary finite metric space with |X| = n. We say that k

points x1, . . . , xk 2 X form an r-cluster if d(xi, xj)  r for all i, j 2 {1, . . . , k}. For a
general metric space (X, d), the problem of finding an r-cluster of size k, given k and r,
seems pretty hard; but fortunately you have access to a magic genie who can do it for

(Rd
, `1) in time polynomial in n and in 2

p
d. (If there is no r-cluster of size k, the genie

outputs “Sorry, no such cluster.”)

Give a randomized algorithm that runs in time poly(n), takes as input k and r, and
satisfies the following guarantee with probability at least 0.99, for some D = O(log n):
If there is r/D-cluster in X of size k, the algorithm must output an r-cluster in X of
size k. (Otherwise it can do whatever it wants).

7

This is the ISAT problem, and we saw an algorithm to solve it in class:
Startw/a random assignments
Fort = 1

. .
.

., 100n2:

L
If there is some clause involving Xi, x; that is not satisfied, choose resis uniformly
at random and flip in in o

· Else relum o

Retom NOPE

Use Bourgain's embedding to embed X into (ROllogn), (1) with
distortion O(log(n)).
Then use the genie to find clusters in the embedding, and return those



3. (15 pt.) Let G be a cycle with 11n vertices. (That is, the vertices are labeled 0, 1, . . . , 11n�1,
and each vertex i is connected only to i ± 1 mod 11n). The vertices are each colored one of
n colors, with 11 occurrences of each color. Show that it is always possible to find n vertices
in G so that all are distinct colors, and no two are connected by an edge.

8

16 16

I I
$6

8
6

We'll use the LLL!

Foreach color it(n), choose a random vertex vi of color i

for each edge et E(G), letto be the bad event that both endpoints of a were selected.

The PCAe] = 0 endptsofe had the same colorSER I 12
otherwise 16

Further. He is mutually independent of As for alle'whose endpoints don't
sharea color with either endpoint of e
The number of edges w/endptsthat DO share a color with either endpt
of e is at most 62. That's because foreach of the ecolors,
thereare 16 vertices of that color, and each of them have -2 edgestouching them. That's 64 edges, butwe're counted itself twice sowe can subtract 2 to get 62. Thus, we contake d = 62.

Now, we have

p.d =ct =
+ t

so we can apply the LLL and
conchide that there's a way

to choose vertices so that none of the Ae occur.



4. (15 pt.) Consider the following procedure for shu✏ing a deck of n cards: Choose two indices
i, j 2 {1, . . . , n} uniformly and independently at random, and switch the card at position i

and the card at position j. (Note that it is possible that i = j).

In this problem, we will use a coupling argument to bound the mixing time ⌧mix of this
procedure. Let Xt denote the state of the deck after we have swapped t cards.

(a) (5 pt.) Your friend suggests the following coupling (which we also encountered on a
quiz). Let Xt be the walk described above, and define Yt to be a walk that makes the
same choice of i and j at each step. Unfortunately, this isn’t a great idea for bounding
⌧mix. In at most a few sentences, explain why not.

(b) (10 pt.) Here’s another coupling to consider. We will view our shu✏ing procedure
slightly di↵erently: Instead of choosing i, j at random, choose a card c (like “the ace of
spades”) uniformly at random, and choose an index i 2 {1, . . . , n} uniformly at random.
Then switch the card c with whatever card at index i. Note that this is an alternative
way of defining the same Markov chain {Xt}. Now define a coupling (Xt, Yt) by choosing
the same choice of c and i in both chains.

Use this coupling to show that ⌧mix = O(n2).

[HINT: Keep track of a variable Dt which is defined to be the number of positions in

which the decks Xt and Yt di↵er. Show that Pr[Dt+1 < Dt] � (Dt/n)2. ]

[More space on next page]

9

This walkwill never couple, unless No
- Yo

Let Do be as in the hint.

Consider the following cases:

#E1. Cardc is already in the same place in decks 1 and 2. 5Probability 1. Do because*

C

In this case, Dt+1 = DE
we had to picks to be oneof the

n -DE cards when the 2

*

E2. Card is in different places in the two decks. I
Pob. S decks

agree

#2a The card at location i is the same in both decks --PobCt(1-4)
In this case, Dt+= DE (we aligned the "c"is, but messed up what was a index i)

Culb the cord at location i is different between the 2 decks. 25Cob. Dt.B
In this case, D++1=DE-1 we aligned the cs,

anc didn't mess up anything else).

↓) continued



[Continued from previous page; more space for part (b)]

(c) (0 pt.) BONUS [We wouldn’t put this on a real exam, but it might be fun to think
about :)]. Show that ⌧mix = O(n log n).

10

By the analysis above,

4[D++
=D

x
- 1] = (44)", and PCDm =Dx] = 1 - (1)

Thus, the expected amount of timeto go from Dt =i N Dx +A =i - 1 is (
Let T be the time needed to go from DoEN

1 D
T
= 0

. By linearity of IE,
I =(t + (k + (=+...+ 12

=ntayzj
-ngjE,"j =0 (n2)
I

Then by Markov's inequality, this sum converges.

#[T> GelETT] ='2e.
Th A(Ge. ECT]) = PCT<LeET]* "Le,
so Tmix = 2e. IECT] = 0 (n2), as desired.

&
Checkout, e.g., "A strong stationary time for

random transpositions"
[GrahamWhite, 2019] and the

references therein.



5. (20 pt.) Let s1, s2 2 {0, 1}n denote two independent and uniformly random length n Boolean
strings.

A subsequence of a string s 2 {0, 1}n is any sequence of the form s[i1]s[i2] · · · s[i`] for i1 <

i2 < · · · < i`. For example, 000 is a subsequence of 010101. A common subsequence between
strings s1 and s2 is a subsequence that’s common to both. For example, s1 = 010101 and
s2 = 001100 have a common subsequence 000. They also have a longer common subsequence,
0011. The longest common subsequence is a common subsequence with the most bits in it:
in this example, one happens to be 0011.

(a) (10 pt.) Letting L denote the length of the longest common subsequence of the two

strings, prove that Pr[|L� E[L]| � �]  2e�
�2

2n .

(b) (5 pt.) Prove that for su�ciently large n, with probability tending to 1 as n ! 1, the
length of the longest common subsequence of the two strings is at least 0.49n.

[Another part on next page]
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We'll use Azuma-Hoefling. Let zx = ESL(Xo ..., Xx] where Xct30,132 is the
be theDoob martingale. Thu x+ = (S1[t],se(t]).
Izx-zz-, 1 = 1, because one additional bit can change the length of the LCS by 1.
So by Azuma,

P(Izn - z =x] =2exp)).
Y
miiEmisisIET

Wewill show that we prob 1-0(1), both strings haveat least 0.49n zeros.

Indeed, let X: = 1 if) S1[i] = 0, so the X: aeiid Ber('e).
Then by a Chemoff bound,
#[2,X: < 0.49n]=exp)0.49n)

-exp( -r(n)).
The same holds for se
By a union bound, who both S1 and sc

chave-0.49nzeros, so the LCS is at least that long
(indeed, 000 .... O is a common subsequence).
d

8.49n



[Continued from previous page]

(c) (5 pt.) [May be more di�cult] Find a constant c > 1/2 and prove E[L] � cn.

This is the end!

12

-Note: Pinning
down IECL] exactly is open.

See "Improved Bounds on theory length of LCS: "

[Lucker 2009) and the references therein for an overview of
what's known

There are lots of
ways to do this. One

way is observe that for n= 2, IECLK In
and then break up our string into chunks of size 2 and stitch together the LCS's
from each chunk. To see that this holds for n =2, we can just count:

00oooopriortortio -

so we can takeour constant to be at least

of- xd

&



This is the end of the exam! You can use this page for extra work on any problem. Keep
this page attached to the exam packet, and if you want work on it graded, clearly label which

question your extra work is for.
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This page is for extra work on any problem. Keep this page attached to the exam packet, and
if you want work on it graded, clearly label which question your extra work is for.
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This page is for extra work on any problem. Keep this page attached to the exam packet, and
if you want work on it graded, clearly label which question your extra work is for.

15



Some useful inequalities, definitions and theorem statements
Note: We have not always stated full theorems here, just the quantitative punchlines. You are responsible for

knowing when each theorem applies.

Inequalities and Series

• 1� x  e
�x for any x.

• (n/k)k 
�n
k

�
 (en/k)k for all k  n.

•
�n
k

�
 nk

k! for all k  n.

•
Pn

i=1 1/i = ⇥(log n)

•
Pn

i=1 1/i
c = O(1) for all c > 1.

Definitions

• f(n) = O(g(n)) means that there are some constants c, n0 > 0 so that for all n � n0,
f(n)  cg(n).

• f(n) = ⌦(g(n)) means that there are some constants c, n0 > 0 so that for all n � n0,
f(n) � cg(n).

• f(n) = o(g(n)) means that f(n)
g(n) ! 0 as n ! 1.

• f(n) = !(g(n)) means that f(n)
g(n) ! 1 as n ! 1.

• If X ⇠ Poi(�), then Pr[X = k] = e���k

k! .

• If X ⇠ N(µ,�2), then Pr[X = x] = 1
�
p
2⇡

exp
⇣
�1

2

�x�µ
�

�2⌘

• If X ⇠ Ber(p), then X 2 {0, 1} and Pr[X = 1] = p.

Concentration Inequalities

• Markov’s inequality: For a non-negative random variable X, Pr[X > t]  EX
t .

• Chebyshev’s inequality: For any random variable X, Pr[|X � EX| > t]  Var(X)
t2 .

• A few Cherno↵ bounds: For independent Xi 2 {0, 1}, if X =
Pn

i=1Xi, then:

– For � > 0, Pr[X � (1+ �)E[X]] 
⇣

e�

(1+�)1+�

⌘E[X]
. If � 2 (0, 1] this is  exp(��

2E[X]/3).

– For � 2 (0, 1], Pr[X  (1��)E[X]] 
⇣

e��

(1��)1��

⌘E[X]
. If � 2 (0, 1], this is exp(��

2E[X]/2).

– For c � 6, Pr[X � cµ]  2�cµ.
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• Tail bound for Poisson random variables: If X ⇠ Poi(�), then for any c > 0, Pr[|X � �| �
c]  2 exp

⇣
�c2

2(c+�)

⌘
.

• Azuma-Hoe↵ding Inequality: Let {Zt} be a martingale with respect to {Xt}, and suppose

|Zi � Zi�1|  ci for all i  n. For any � > 0, Pr[|Zn � Z0| � �]  2 exp
⇣

��2

2
Pn

i=1 c
2
i

⌘
.

Dimension Reduction

• Bourgain’s Embedding: for any finite metric space (X, d) with |X| = n, there is an embedding
of (X, d) into Rk under the `1 metric with distortion O(log n), where k = O((log n)2).

• Johnson-Lindenstrauss Lemma: for any " 2 (0, 1), for any X ✓ Rd with |X| = n, there is
a linear map f : Rd ! Rm with m = O("�2 log n) that embeds (X, `2) into (Rm

, `2) with
distortion at most (1 + ").

Probabilistic Method

• Second moment method: for real-valued X, Pr[X = 0]  Var[X]
(E[X])2 .

• LLL: Let A1, . . . , An be events so that Pr[Ai]  p for all i, and where each Ai is mutually
independent of all but d other events. Then:

– If pd  1/4, then Pr[
T

iAi] > 0

– If p(d+ 1)  1/e, then Pr[
T

iAi] > 0.

Markov Chain / Martingale Theorems

• Fundamental theorem of Markov chains: Let {Xt} be an irreducible aperiodic Markov chain
over a finite state space with transition matrix P . Then there is a unique stationary distri-
bution ⇡ so that Pr[Xt = i|X0 = j] ! ⇡i for all states i, j. Further, ⇡i is the expected return
time of state i, and ⇡P = ⇡.

• Let {Xt} be a finite irreducible aperiodic Markov chain with a coupling {(Xt, Yt)}. Then
�(t)  maxs,s0 Pr[Xt 6= Yt|X0 = s, Y0 = s

0].

• Let {Xt} be a finite irreducible aperiodic Markov chain and let T be a strong stationary
stopping time. Then �(t)  Pr[T > t].

• The Doob Martingale for a quantity A is Zt = E[A|X0, . . . , Xt]. Theorem: it is a martingale.

• Martingale stopping theorem: Let {Zt} be a martingale with respct to {Xt}. Let T be a
stopping time for {Xt}. Then E[ZT ] = E[Z0] if at least one of the following holds:

1. There is a constant c s.t. |Zi|  c for all i.

2. There is a constant c s.t. T < c with probability 1.

3. E[T ] < 1 and there is a constant c s.t. for all i, E[|Zi+1 � Zi||X0, . . . , Xi] < c.

17


